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Abstract 
 
The purpose of this study was to use item response theory to assess a brief measure of 
problematic smartphone use among youth, using the 2017-18 California Student Tobacco Survey 
(CSTS) collected from 119,981 students who own a smartphone across 256 high schools in 
California. An exploratory factor analysis supported two factors that represented problematic 
smartphone use and concurrent behavioral issues, explaining 47% of the variance. Item response 
modeling demonstrated good item discrimination for problematic smartphone use (a > 1.15) and 
valuable test information for respondents within two standard deviations of the sample mean. 
Students who reported a score of 3 (somewhat agree) or 4 (agree) on each problematic 
smartphone use item accounted for 22% (n = 25,997) of the student population who owned 
smartphones in our sample. Concurrent and criterion validity were found as problematic 
smartphone use significantly predicted smartphone use instead of sleep (b = 0.35, 95% CI [0.34, 
0.36], p < .05), smartphone use instead of work (b = 0.31, 95% CI [0.30, 0.32], p < .05), 
depressive symptomatology (OR = 1.34, 95% CI [1.31, 1.37]), and loneliness (b = 0.18, 95% CI 
[0.16, 0.18], p < .01). Implications for screening and identifying appropriate cut-off criteria for 
problematic smartphone use among are discussed. 

 

 
Keywords: Problematic smartphone use, Youth, Measurement, Psychometric, Item response 
theory 
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A Brief Measure of Problematic Smartphone Use Among Youth:  
Psychometric Assessment Using Item Response Theory 

 
1.0. Introduction 
 

Multifunctional smartphones have transformed the youth psychosocial experience. From 
streamlining communication and information sharing to amalgamating social networks, or 
simply consuming spare time, the smartphone often plays an influential role in youth life. 
Although smartphones offer many benefits, youth can become overly reliant on their devices.  
Various studies have suggested that a significant proportion of adolescents may have developed 
problematic smartphone use (PSU) (Beasley et al., 2016; Tulane, Vaterlaus, & Bekert, 2018). 
For example, they spend time with their smartphones when they should be working or sleeping, 
which can have negative effects on their academic studies or their health (Demirci, Akgonul, & 
Akpinar, 2015; Thomee, Harenstam, & Hagberg, 2011). The over-utilization of smartphones has 
also been shown to predict negative emotions such as anxiety and depression (Bianchi & 
Phillips, 2005; Billieux, Maurage, Lopez-Fernandez, Kuss, & Griffiths, 2015; Choliz, 2016; 
Panova & Carbonell, 2018). A recent survey by Pew Research Center reports that the vast 
majority of American adolescents (95%) own a smartphone and nearly half worry that they 
spend too much time on it (Pew Research Center, 2019, August). 

Research on PSU (or excessive smartphone use, smartphone addiction, compulsive 
smartphone use, and compensatory smartphone use; Kardefelt-Winther, 2014) has grown 
considerably in recent years. PSU has been compared to other behavioral disorders, such as 
gambling and internet addiction (Aljomaa, Mohammad, Albursan, Bakhiet, & Abduljabbar, 
2016; Darcin et al., 2016; Demirci et al., 2015; Haug et al., 2015). While Griffiths (2013) warned 
against overpathologizing smartphone behaviors, PSU may share some behavioral symptom 
patterns with substance use disorders, such as conflict, motivational salience, and withdrawal. 
That is, intrapersonal, interpersonal, and social conflicts may arise from spending too much time 
on a smartphone (Griffiths, 2019; Kim, Lee, Lee, Nam, & Chung, 2014; Lin et al., 2014). 
Motivational salience can develop from overuse when people become preoccupied with using 
smartphones, such as constantly checking them for fear of missing conversations from friends on 
social media. Finally, physical discomfort (e.g., feeling irritable or restless) associated with being 
far from a smartphone could constitute withdrawal symptoms (Kwon, Kim, Cho, Yang, & Choi, 
2013).   

Several measures have been developed to assess PSU and related constructs.  These 
include the Smartphone Addiction Scale (SAS-SV), Mobile Phone Involvement Questionnaire 
(MPIQ), Mobile Phone Problematic Use Scale (MPPUS), Problematic Mobile Phone Use 
Questionnaire (PMPUQ), and the Test of Mobile-Phone Dependence among others (Bianci & 
Phillips, 2005; Billieux, Van der Linden, & Rochat, 2008; Carbonell, Chamarro, Oberst, 
Rodrigo, & Prades, 2018; Chen et al., 2017; Choliz, 2012; Kwon et al., 2013; Matar & Jaalouk, 
2017; Walsh, White, & Young, 2010). Studies have demonstrated that these measures of PSU 
predict sleep and work disturbances, and depressive symptomatology among other behavioral 
issues (Alhassan et al., 2018; Demirci et al., 2015; Elhai, Dvorak, Levine, & Hall, 2017).  

 
1.1. The current study  
The present study aims to develop a brief measure of PSU that can be used in population 

surveys to monitor adolescent behaviors. A brief measure is more likely to be adopted in 
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population surveys than a full scale since population surveys often assess multiple behaviors, 
making it difficult to include a full scale for one particular behavior. Additionally, population 
surveys provide an excellent opportunity to test the general usefulness of a measure because they 
often recruit representative samples from the population.  In the present case, we tested a brief 
scale of PSU with a large (>100,000) random sample of high school students in California who 
participated in a survey on tobacco use behaviors.   

Item response theory (IRT) tested the psychometric properties of a brief measure of PSU.  
Item response theory offers several well-established methods to establish construct validity, 
estimate item characteristics, and quantify precision of PSU measurement in a diverse and large 
population of youth. To date, the majority of PSU measures were validated on university 
students and adults, often with international samples. This study focuses on youth. The brief 
scale chosen for this study consists of three items adapted from the 10-item SAS-SV by Kwon 
and colleagues (Kwon et al., 2013). 

2. Method 

2.1. A population survey of high school students in California  

         We used data from the 2017-2018 California Student Tobacco Survey (CSTS), amassing 
256 high schools in California. The purpose of the CSTS is to assess the prevalence, the 
knowledge of, and attitudes toward cigarettes and other tobacco products.  An online survey was 
administered during school hours that took 15–25 minutes to complete. For those schools with 
insufficient computer access, tablets and proctors from the University of California, San Diego 
(UCSD) were offered. Each school received a $500 gift card as an incentive to participate in the 
survey. 

A two-stage cluster sampling design was used with school as the primary unit and 
classroom as the secondary unit. Public schools and non-sectarian schools were included in the 
survey. Schools that were special education, juvenile court, district/county community, 
continuation, online, and other forms of alternative education were excluded from the survey. A 
probability proportion to size (PPS) sampling approach with size determined by enrollment was 
used with 22 regions based on socioeconomic characteristics. Schools were then stratified within 
region with rural, African-American, and Tier 2 Tobacco-Use Prevention Education (TUPE) 
funded schools being oversampled to account for small sample size. 

2.2. Measures  

Participants responded yes/no or “I prefer not to answer” to the item, “Do you have a 
smartphone?” Sociodemographic variables included gender (male, female, other – I identify my 
gender in another way or I prefer not to answer), grade level (10th, 12th), and race/ethnicity 
(Non-Hispanic (NH) White, NH-Black, Hispanic, NH-Asian, NH-AI/AN (American 
Indian/Alaska Native), NH-NHOPI (Native Hawaiian and Other Pacific Islanders), NH-Other, 
NH-Multiple races). 

We included three PSU items (items 5, 8, & 10 from the SAS-SV) using declarative 
statements, which were adapted from Kwon et al. (2013) and measured conflict, motivational 
salience, and withdrawal core components of addiction (Bianchi & Phillips, 2005; Csibi, 
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Griffiths, Cook, Demetrovics, & Szabo, 2018; Griffiths, 2008; Kwon et al., 2013). Conflict was 
assessed with the item “I feel like my parent/legal guardian is always asking me to stop using my 
phone” on a 4-point Likert scale (1-Strongly Disagree, 4-Strongly Agree). The salience item was 
measured on a 4-point Likert scale and stated, “I feel like I have to constantly check my phone so 
I do not miss conversations from my friends on social media (e.g., Facebook, Instagram, or 
Twitter).” Lastly, we included a withdrawal item on a 4-point Likert scale (1-Never, 4-Always). 
The item stated, “I feel impatient or uncomfortable when I do not have my phone with me.” 
Participants could elect not to answer any question. Conflict, motivational salience, and 
withdrawal were denoted SP (smartphone)_Parent, SP_Constant, and SP_Uncomfort, 
respectively. 

Next, three items were selected from the CSTS to assess behavioral issues of PSU. These 
items included sleep and work disturbances, and using smartphones in a socially awkward 
situation. The CSTS asked about participants’ sleep and work habits related to smartphone use 
on a 4-point Likert scale (1-Never, 4-Always). Those questions were “How often do you stay up 
at night using your smartphone, when you should be sleeping?” and “How often do you use your 
smartphone when you are supposed to be working?” We assessed smartphone use in socially 
awkward situations with one item on a 4-point Likert scale, ranging from 1 (Never) to 4 
(Always). The item asked, “How often do you use (or pretend to use) your smartphone when you 
are in a socially awkward situation?” Sleep, work, and smartphone use in a socially awkward 
situation were denoted SP_Sleep, SP_Work, and SP_Soc_Awk, respectively. 

 Our final analyses measured loneliness with the item “A lot of times I feel lonely” on a 
4-point Likert scale (1-Strongly Disagree, 4-Strongly Agree). Depressive symptomatology 
included a yes or no response option on this survey question, “In the last 12 months, did you ever 
feel sad and hopeless EVERYDAY for 2 weeks or more?”  

2.3. Analytic Strategy 

 All analyzes were conducted in R (version 3.6.1, R Foundation for Statistical Computing, 
2019) using the Mokken (Andries van der Ark, 2007), KernSmooth IRT (Mazza, Punzo, & 
McQuire, 2014), mirt (Chalmers, 2012), ltm (Rizopoulos, 2006), survey (Lumley, 2020), and 
effects (Chambers & Hastie, 1992) packages.  

2.3.2 Dimensionality 

We applied multidimensional IRT to conduct an expectation-maximization exploratory 
factor analysis (EFA) with oblique rotation using polychoric correlations. Factor extraction was 
guided by parallel analysis of randomly generated values, a scree plot, the requirement that 
modeled factors were supported by eigenvalues greater than one, patterns of strong factor 
loadings, and a match to theoretical expectations for the presence of more than one construct 
reflected within the selected item pool. Goodness of fit statistics included the root mean square 
error of approximation (RMSEA), Akaike information criterion (Akaike, 1974), Bayesian 
information criterion (BIC; Bentler & Bonett, 1980), and a chi-square statistic calculated as the 
difference in deviance (G2). The purpose of the EFA procedure was to examine the 
dimensionality of our PSU scale and degree of separation from concurrent items reflecting 
behavioral issues. 



  6 

2.3.3. Nonparametric item response theory 

We used a Nonparametric IRT (NIRT) and Mokken Scale Analysis to assess six 
polytomous survey items (Mokken, 1971). Mokken Scale Analysis is useful for exploring the 
psychometric properties of data before implementing a parametric IRT model (Meijer & Banke, 
2004). Four assumptions were tested in our NIRT model: unidimensionality, local independence, 
latent monotonicity, and nonintersection. First, the scalability coefficient H was used for pairs of 
items and the total set of items in the test. Mokken (1971, p. 185) suggested that H =.4 denotes a 
weak scale, .4 < H <.5 denotes a medium scale, and H > .5 denotes a strong unidimensional 
scale. Coefficient alpha and lamba also assessed internal consistency. We then interrogated 
unidimensionality with the automated item selection procedure, which calculates inter-item 
covariances and the relationship between items and the latent trait (Meijer & Banke, 2004). 
Latent monotonicity for each item was examined using a visual plot of item step response 
function by rest score group. The rest score group is achieved by summing the overall score 
minus the score on each item (Junker, 1993).  

 Finally, we used Kernel Smoothing techniques to fit nonparametric option characteristic 
curves to visually examine monotonicity given variability along a single latent construct (Mazza, 
Punzo, & McGuire, 2014). We did not assess clinical thresholds for diagnosing PSU in our 
sample. Future research will need to determine the utility and appropriateness of cut-off scores 
(i.e., youth who are addicted versus not addicted) using our measure in an independent, 
representative sample of youth.  

2.3.4. Parametric item response theory 

After investigating our NIRT models, a full information graded response model with 
sample weights was used to estimate item discrimination and ability on the latent trait (Santor & 
Ramsay, 1998). Sample weights and school-level stratification data accounted for the effect of 
school-level variation when estimating graded response models. We performed a residual 
analysis at the item level to evaluate local independence, inspecting for plots between -2 and 2 
(Zanon, Hutz, Yoo, & Hambleton, 2016). We also estimated the test information function, an 
estimate of item measurement precision across a range of observed scores on the latent trait. 
Finally, for each item we estimated item and option characteristics curves and person-level 
estimates using expected a posterior scores from the model. 

2.3.5. Regression 

Our final analyses fit survey-weighted generalized linear and logistic regression models 
to predict smartphone use instead of sleep and work, depressive symptomatology, and loneliness. 
We included sample weights and school-level stratification data to account for the effect of 
school-level variation on our regression findings. Working likelihood ratio (Rao-Scott) tests were 
used to reveal significant independent variables (Rao & Scott, 1984). 

3. Results 

3.1. Survey demographics 
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 A total of 95.5% (119,981/125,546) of 10th and 12th grade students from the CSTS 
reported smartphone ownership. Table 1 presents the demographic characteristics of those 
students who own and those students who do not own smartphones. The demographics for the 
two groups were very similar for the most part. One difference was observed between students 
whose gender was considered “other” for purposes of this study, meaning they selected “I 
identify my gender in another way” or “I prefer not to answer.” Students of other gender 
comprised a higher percentage of the total sample of students (7.5%) who did not own 
smartphones compared to other gender students who did (2.4%). In addition, a greater proportion 
of 10th grade students compared to 12th grade students did not own a smartphone.  

The sample of smartphone users that we included was represented by female (48.4%), 
male (43.9%), and other (2.4%). Approximately 5.3% of students declined to state their gender. 
The primary composition of race/ethnicity was 19.9% Non-Hispanic White, 49.1% Hispanic, and 
11.6% Asian. We only included high school students who completed the CSTS, which included 
54.0% 10th graders and 46.0% 12th graders. Full information maximum likelihood was used for 
the IRT analyses, resulting in a final sample of 108,224 students. Listwise deletion was used to 
handle missing data on behavioral issues for the regression analyses, resulting in a suitable 
sample of 96,701 high school students.  

Table 1 
Sociodemographic characteristics of study participants.  

 
Students who own 
smartphones 

Students who do not 
own smartphones 

Demographic variable 

Weighted percent and 
95% confidence 
interval 

Weighted percent and 
95% confidence 
interval 

Gender   
Female 48.4 (48.1, 48.7) 36.8 (35.5, 38.1) 
Male 43.9 (42.8, 44.1) 43.8 (42.5, 45.1) 
Other 2.4 (2.3, 2.5) 7.5 (6.8, 8.2) 
Decline to state 5.3 (5.1, 5.4) 11.9 (11.0, 12.8) 

Race/Ethnicity   
NH-White 19.9 (19.7, 20.2) 11.8 (10.9, 12.6) 
NH-Black 2.5 (2.4, 2.6) 3.9 (3.4, 4.4) 
Hispanic 49.1 (48.8, 49.4) 51.9 (50.6, 53.3) 
NH-Asian 11.6 (11.4, 11.8) 7.6 (6.9, 8.3) 
NH-AI/AN 0.27 (0.25, 0.31) 0.9 (.06, 1.1) 
NH-NHOPI 0.60 (0.56, 0.65) 1.4 (1.0, 1.7) 
NH-Other 1.6 (1.5, 1.7) 2.4 (2.0, 2.8) 
NH-Multiple race 8.8 (8.7, 9.0) 7.6 (6.9, 8.3) 

Grade   
10 54.0 (53.7, 54.3) 62.9 (61.6, 64.3) 
12 46.0 (45.7, 46.3) 37.1 (35.8, 38.4) 
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Note. Other = I identify my gender in another way or I prefer not to answer; 
NH = Non-Hispanic, AI/AN = American Indian or Alaska Native, NHOPI = 
Native Hawaiian and Other Pacific Islander; N = 125,546. 

The average PSU score was 2.21 (SD = 0.79). Skewness and kurtosis scores were within 
the normal range. Tertile scores reflecting low, medium, and high PSU scores were 1.6 (33rd 
percentile), 2.7 (66th percentile), and 4.0 (99th percentile), respectively. Students who reported a 
score of 3 (somewhat agree) or 4 (agree) on each PSU item accounted for 24% (n = 25,997) of 
the student population who owned smartphones. Finally, students who reported two or more 4s 
(agree) on the PSU measure represented 6.2% (n = 6,695) of the student population who owned 
smartphones. Figure 1 shows the distribution of problematic smartphone use scores. 

 

Figure 1 Distribution of problematic smartphone use. 

3.2. Dimensionality 

Factor analysis was used to explore the underlying dimensions of PSU and behavioral 
issues. Inter-item correlations, item variances, item means, and coefficients of internal subscales 
were examined. Parallel analysis was conducted to help determine the best number of factors to 
retain (Horn, 1965), and a scree plot with simulated and real data suggested approximately two 
factors. Using survey weights, we compared a unidimensional and two-dimensional EFA factor 
structure using a graded response model. Model fit comparisons with AIC and log likelihood 
estimates revealed the multidimensional model fit the data best (Dc2 =10292.18, df = 5, DAIC = 
10282, DBIC = 10423). The EFA revealed a two-factor solution with acceptable factor loadings 
(> .40) and small cross-loadings (<.15; Devellis, 2012; Young & Pearce, 2013). The two-factor 
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solution demonstrated adequate fit (G2(4066) = 23520.39, p <.01; RMSEA = .008; BIC = 
1227471; AIC = 1227200) and accounted for 47% of the variance in item responses (28% for 
PSU and 19% for behavioral issues). The two factors reflecting PSU and behavioral issues 
showed a strong positive correlation (r = .59). Items on the behavioral issues factor showed 
communality estimates below .50, which Costello and Osborne (2005) suggest is a minimum 
cutoff. As such, scalability of response patterns for these items were further explored alongside 
items from each separated factor in the Mokken Scale Analysis. Please see Table 2 for full 
information exploratory factor loadings, communalities, and item parameters. 
 

Table 2 
Full information for exploratory factor loadings, communalities, and item parameters for PSU 
and behavioral issues. 
  

Rotated Factor Loadings and Item Parameters 
Item M (SD) la  lb h2 a b1 b2 b3 
SP_Uncomforta 2.4 (1.0) 0.76  0.61 2.05 -0.92 0.07 1.33 
SP_Constanta 2.0 (.98) 0.85  0.70 3.21 -0.39 0.51 1.50 
SP_Parenta 2.1 (1.0) 0.50  0.28 1.09 -0.71 0.60 2.07 
SP_Sleepb 2.7 (.92)  0.61 0.40     
SP_Workb 2.2 (.84)  0.72 0.48     
SP_Soc_Awkc 2.7 (1.0)  0.41 0.26     
Note. a = Problematic Smartphone Use; b = Behavioral Issues; c = SP_Soc_Awk was excluded 
from behavioral issues after EFA; l = factor loading, h2 = Communality; a = Discrimination; b 
= Threshold. 

3.3. Item response modeling  

 Mokken Scale Analysis of the PSU scale items revealed a medium item-pair scalability 
coefficient (H = 0.46) and a weak item-pair scalability coefficient (H = 0.36) for items reflecting 
behavioral issues (Mokken, 1971). All PSU items were retained at this stage. Due to the low 
communality and item-pair scalability coefficient, we decided to drop SP_Soc_Awk from 
behavioral issues, which increased H into the medium range (H = 0.46) and reduced the set to 
two items. For all further analyses, we used two indices of behavioral issues: a) smartphone use 
instead of sleep and b) smartphone use instead of work. An automated item selection algorithm 
and plots further supported a PSU scale and revealed monotonic relationships with the rest score 
group. Examination of OCC plots for PSU suggested that all three items provided distinct 
separation across the four response options and were suitable for parametric analyses (see Figure 
2).  
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Figure 2 Kernel smoothed item response models for problematic smartphone use. 

 Parametric IRT analyses found that SP_Uncomfort and SP_Constant had higher item 
discrimination across PSU than the SP_Parent item discrimination (Baker, 1985). An empirical 
plot of residuals versus predicted scores revealed response categories 2 (Sometimes) and 3 
(Often) did not fit well in the given model. Given the weaker fit of SP_Parent, we collapsed 
response categories 2 and 3, which improved coefficient H to 0.52 (i.e., medium to strong) and 
improved item residuals in concordance with the item characteristic curve. A nested chi-square 
comparison revealed a significantly better fit (Dc2 = 241660.3, df = 42, DAIC = 241668.3 DBIC = 
241705.7) with the collapsed SP_Parent item. As demonstrated in Figure 3, most of the test 
information was between one standard deviation above and below the mean, suggesting that the 
scale was designed for the majority of respondents with PSU observed in this population. 
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Figure 3 Test information function (solid line) and standard errors (broken line) for problematic 
smartphone use.                                                                                                                                                                                                                                                                                                                                                                                                                                              

3.4. Reliability, concurrent, and criterion validity 

Cronbach’s a (a = .69; Cronbach, 1951) was in the acceptable range for the PSU scale. 
Multiple regression analyses with survey weights were then run to associate sleep disturbance 
and work disturbance with PSU, controlling for gender, race, and grade.  

The linear regression model of sleep disturbance was statistically significant and 
explained 10% of this item’s variance. Controlling for demographic variables, PSU was 
significantly associated with sleep disturbance, b = 0.35, 95% CI [0.34, 0.36], p < .05 (see Table 
3). Females were significantly more likely than males to experience sleep disturbances (b = 0.03, 
95% CI [0.02, 0.05], p < .05), as well as other gender identification (b = 0.07, 95% CI [0.01, 
0.13], p = 0.28) compared to males. Tenth grade students (b = 0.15, 95% CI [0.14, 0.17]), p < 
.05) were more likely to experience sleep disturbances related to smartphone use than 12th grade 
students. Compared to Whites, NH-Black (b = 0.18, 95% CI [0.13, 0.22], p < .05), Hispanic (b = 
0.04, 95% CI [0.02, 0.06], p < .05), NH-Asian (b = 0.07, 95% CI [0.04, 0.09], p < .05), and NH-
NHOPI (b = 0.19, 95% CI [0.11, 0.27], p < .05), and NH-Multiple Race (b = 0.07, 95% CI [0.04, 
0.10], p < .05) were significantly more likely to experience sleep disturbances. No significant 
effects of smartphone use on sleep were found for the comparison between Whites, NH-AI/AN, 
and NH-Other (see Table 3).  

Table 3 also shows that the relationships between PSU (b = 0.31, 95% CI [0.30, 0.32), p 
< .05) and work disturbances were statistically significant, explaining 11% of this item’s 
variance. In terms of gender, females (b = 0.12, 95% CI [0.11, 0.14], p < .05) and other (b = 
0.15, 95% CI [0.09, 0.20], p < .05) were significantly more likely than males to experience work 
disturbances. No work disturbances were observed between 10th and 12th grade students. 
Compared to Whites, NH-Black (b = 0.14, 95% CI [0.10, 0.19], p < .05), NH-Asian (b = 0.17, 
95% CI [0.15, 0.19], p < .05), NH-NHOPI (b = 0.06, 95% CI [-0.02, 0.14], p < .05), and NH-
Multiple Race (b = 0.06, 95% CI [0.04, 0.09], p < .05) were significantly more likely to 
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experience work disturbances. On the other hand, Hispanic (b = -0.08, 95% CI [-0.10, -0.06], p < 
.05), NH-AI/AN (b = -0.11, 95% CI [-0.23, 0.02], p < .05), and NH-Other (b = -0.06, 95% CI [-
0.12, -0.01], p < .05) were significantly less likely to experience work disturbances compared to 
Whites. 

 Our final analyses modelled the relationship between PSU, loneliness, and depressive 
symptomatology. Controlling for demographic characteristics, a survey-weighted generalized 
linear regression demonstrated that PSU was significantly associated with loneliness (b = 0.18, 
95% CI [0.16, 0.18), p < .01, R2 = 0.05), and significantly associated with depressive 
symptomatology (OR = 1.34, 95% CI [1.31, 1.37], R2 (McFadden) = 0.04). 

Table 3 
Survey-weighted generalized linear regression predicting sleep and work disturbances among 
smartphone owners (n = 96,072) 

 Sleep  Work 

Variable b 
 

95% CI 
 

b 
 

95% CI 
Intercept 1.78* (1.75, 1.80)  1.48** (1.46, 1.51) 
Problematic Smartphone Use 0.35* (0.34, 0.36)  0.31** (0.30, 0.32) 
 
Gender      
Female vs. Male 0.03* (0.02, 0.05)  0.12** (0.11, 0.14) 
Other vs. Male 0.07* (0.01, 0.13)  0.15** (0.09, 0.20) 

 
Grade Level      
10th vs. 12th  0.15* (0.14, 0.17)  0.00 (-0.01, 0.01) 

 
Race      
NH-Black vs. White 0.18* (0.13, 0.22)  0.14** (0.10, 0.19) 
Hispanic vs. White 0.04* (0.02, 0.06)  -0.08** (-0.10, -0.06) 
NH-Asian vs. White 0.07* (0.04, 0.09)  0.17** (0.15, 0.19) 
NH-AI/AN vs. White -0.01 (-0.13, 0.11)  -0.11 (-0.23, 0.02) 
NH-NHOPI vs. White 0.19* (0.11, 0.27)  0.06* (-0.02, 0.14) 
NH-Other vs. White 0.04 (-0.03, 0.11)  -0.06** (-0.12, -0.01) 
NH-Multiple Race vs. White 0.07* (0.04, 0.10)  0.06** (0.04, 0.09) 

Note. * = p <.05; Sleep (R2 = 0.10); work (R2 = 0.11). 

4. Discussion 

 This study provided an IRT analysis of a brief measure of problematic smartphone use 
using a population-level sample of California youth. Taken together, item response modeling 
described a set of coherent items reflecting problematic smartphone behaviors that could be 
scaled separately from sleep and work-related issues of problematic smartphone use. The 
problematic smartphone use scale items demonstrated acceptable item discrimination, thresholds, 
and, when summed, provided test information within two standard deviations of the normally 
distributed problematic smartphone use scores. Descriptive analyses showed that nearly 22% of 
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the student population who owned smartphones in our sample at least somewhat agreed that they 
use their smartphones in problematic ways. We also found support for relationships between 
problematic smartphone use scores and concurrent behavioral issues, including sleep and work 
disturbances related to smartphone use, as well as loneliness and depressive symptomatology. 
With initial validation of an instrument in a representative sample of youth in California, future 
research can establish meaningful threshold criteria for screening this technology-related 
behavioral problem and explore potential associations with health consequences among youth. 

 Several efforts to validate problematic smartphone use measures were initiated with 
university students and adults internationally, including samples from South Korea, Australia, 
Spain, and Lebanon to name a few. Our findings advance measurement precision in this 
literature using a large, diverse sample of high school students in California. Our psychometric 
analyses provide item level information of behaviors relevant to youth in the United States and 
produced a normally distributed measure of problematic smartphone use scores. This empirical 
contribution using methods based in IRT should be viewed as a complement to existing scale 
validation studies, and may encourage further research to link efforts to develop instruments 
reflecting behavioral problems and extend measurement across age ranges using innovative 
measurement techniques.  

 It is well documented that over-reliance on smartphones may in tandem interfere with 
sleep or work, and lead to relationship difficulties (Darcin et al., 2016; Demirci et al., 2015; Gao 
et al., 2016; Kim, Kim, & Jee, 2015; Kuss & Griffiths, 2011; Tan, Pamuk, & Donder, 2013). For 
example, Irwin et al. (1996) found that most teens use their cell phones one hour before sleep, 
which is linked to a number of negative outcomes, including sleep dysregulation and daytime 
dysfunction (Demirci et al., 2015; Van den Bulck, 2007). Thomee et al. (2011) found that high 
frequency of smartphone use was a risk factor for developing sleep disturbances in men and 
depressive symptomatology in both men and women. Our study found that females/other and 
students from certain disparity populations (e.g., African Americans) were predisposed to higher 
levels of sleep and work disturbances. Thus, these students may be more vulnerable to the 
consequences of problematic smartphone use. 

We also found significant relationships between problematic smartphone use and 
depressive symptomatology and loneliness. Demirci et al. (2015) demonstrated a link between 
problematic smartphone use and behavioral issues, such as depression and anxiety. One 
explanation is that increases in screen time and simultaneous decreases in non-screen activities 
(e.g., social interaction) explain proliferating depression rates among U.S. youth (Twenge, 
Martin, & Campbell, 2018). Other evidence suggests a bidirectional relationship between 
depressive symptoms and problematic smartphone use. Depressive individuals may escape 
negative emotions by using their smartphone, which may elicit more depression, irritability, and 
stress (Elhai et al., 2018). Likewise, excessive smartphone use may be an effort to overcome 
feelings of loneliness by seeking out opportunities for socialization (Darcin et al., 2015); 
however, difficulties engaging social contacts online could potentially reinforce feelings of 
loneliness. 

 This study has limitations that deserve some attention. First, the purpose of the CSTS is 
to assess tobacco use in youth and includes only a few items about smartphone behaviors. As 
such, there were restrictions on the number of items available for psychometric validation and 
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criterion testing (i.e., single item measures). Future studies would benefit from comparing these 
results to other validated scales in the literature to better understand the potential negative affect 
and interpersonal disconnectedness that may be associated with problematic smartphone use. 
Second, the CSTS is a cross-sectional survey using self-reported data from high school students. 
Thus, there was no opportunity to develop validation criteria for cut-off scores. Future studies 
could assess the role of differential item functioning between youth and adults, as well as 
investigate the age at which behavioral problems emerge and their influence on the 
developmental trajectories of problematic smartphone use relative to behavioral issues. 

5.0 Conclusion 

 This study using IRT found support for psychometric properties of a brief measure of 
problematic smartphone use. The item level information of this measure advances measurement 
precision on problematic smartphone use and predicts co-occurring behavioral issues, such as 
depressive symptomatology and sleep and work disturbances. Future research should further 
examine this smartphone behavior among youth in order to develop screening tools and 
interventions that can effectively ameliorate this emergent behavior.  
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